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ABSTRACT

We all know how the homosapiens according to Dargoientist), how our ancestors cultivated the
communications through writings & painting’s abdhbeir historical times and how our great Indus lggtion, other
civilisation’s progressed. As we entered in to atledd millennium we progress with giant feet's atw do we need to
know what and where but Who performed and Why?

Absolute answer would be a very rare but the exgsthonuments had given many answers about higkanyexample,
Shah Jahan the great Mugal ruler was good enginebis works of monuments. Basically we know eveinyg about our
past by inscriptions, scriptures, books and pastumeental work. We know that population of Indidrisreasing day by
day and at the same time we have to protect ouarintionuments for the future generation populasiod also for other
people who wanted to visit India but cannot afftsdcome to India and appreciate the Indian culagevell as Indian
heritage. Sometimes it is difficult to allow to shdhese monuments because of their geographicaepce and also
sometimes because of security problems. This magdssible through 3D augmentation. This paper isndiation to

introduce a technical aspect of heritage sites amgation.
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INTRODUCTION

In the following paper the greatest gift of paspisserved, through the technology is augmenttyeahiat is we
can just make augmentations of heritage sites agsepse them, by doing so we are able to not orégeyve but, also

could show our generations what are ancestor hawe ith past and what was good as well as moradyab@ut them.

What seem to impossible are now possible nowadanly, matter of initiative by governments and prevat
operations. In order to be hold this initiative Wwave good example of PLACE-HAMPI augmented steaguigc
panoramas of the Vijayanagara, India [12].

What's there is just 2D more or less is not quillyf3D you are seeing the 3D and it is there haitfally what is
expected is something that could be touch feltamderstood from your own emotions so that you cemiderstand them

feel them, only eyes could feel and display emation

Country like India is not limited to its borders & it comes to culture, it is beyond boundarieshsas
Combodia, Guyana, U.S.A, South Africa, Korea, ebaisignificant about them is our past colonisehsagcombodia and
Indonesia, that contains our past architecturettaage fabulously built our past architecture whkhow dying(Hindu and
Buddhist specially), example of would be Mohan-jar® sites, Angokar, Burodumbdore etc. We need & them

preserve them and touch feel there trueness.
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28 Kuldeep Kumar & Manas Manbhav

If Augmentation is present we could see and fesintlat our place in, our homeland and show thenutdids in
classroom'’s, universities and study them, time wilne, when there real image would fade away ban;tdvorry we

have augmentation of these sites and we couldHeet forever and see them always.
Augmented and Mixed Reality

The goal of Augmented Reality (AR) is to improvelanhance our perception of the Surroundings bybaaing

sensing, computing and display technologies.

Most AR research addresses human vision, as ingrglly considered to be our most Important sevisial
systems are also the focus in this overview, histutorth noting that other stimuli, such as feadkbfiom auditory, tactile
or olfactory displays, may be equally or even marportant, depending on the specific scenario amdividual.
The characteristics of these systems can be funthderstood from three classical and widely usédré for AR systems
[Azuma 1997]:

“Combines Virtual and Real”

AR requires display technology that allows the usersimultaneously see virtual and real informationa

combined view. Traditional displays can show ordynputer-generated images and are thus insuffilGerAR
“Registered in 3-D”

AR relies on an intimate coupling between the wdrand the real that is based on their geometradationship.
This makes it possible to render the virtual conteth the right placement and 3D perspective witbpect to the real.

“Interactive in Real Time”

The AR system must run at interactive frame ragsesh that it can superimpose information in reaktiand

allow user interaction.
Definition

“Advanced human-computer interface that simulatesalistic environment and allows participants tdearact
with it.” [1]

Milgram defined a continuum of real-to-virtual eroiments, in which AR is one part of the generalaaof
mixed reality (Figure 1). In botlaugmented virtualityjn which real objects are added to virtual oneg] wintual

environmentgor virtual reality), the surrounding environmestvirtual, while in AR the surrounding environménteal.

(2]

AR y— Mixed reality —
1 Milgram’s realty-virtuality con- | |

tinuum, (Adapted from Milgram | |

and Kishino. ) Real Augmented Augmented Virtual
environment reality virtuality ~ environment

Figure 1. Showing Meaning of Mixed Reality
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DISCUSSIONS

Virtual Reality is a term used for computer genedlaBD environments that allow the user to enteriatetact
with synthetic environments [3][4][5]. The userg able to “immerse” themselves to varying degreethé computers

artificial world which may either. Be a simulatiohsome form of reality[6] or the simulation of amaplex phenomenon

[71(3]-

In telepresence, the fundamental purpose into dxtgrerator's sensory-motor facilities and problesiviag
abilities to a remote environment. In this senségpresence can be defined as a human/machinensystevhich the
human operator receives sufficient information aliba teleoperator and the task environment, dygplan a sufficiently
natural way, that the operator feels physicallyspre: at the remote site [8]. Very similar to vittegality, in which we aim
to achieve the illusion of presence within a compgimulation, telepresence aims to achieve thsidh of presence at a

remote location.

AR can be considered a technology between andrédepce. While in VR the environment is completely
synthetic and in telepresence it is completely, i@ahR the user sees the real world augmented viitbal objects. When

designing an AR system, and three aspects must iénd:
» Combination of real and virtual worlds;
e Interactivity in real time;
e Registration in 3D.

Classification

The following classification is based on [9], figu.
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Figure 2: Image Generation of Different AR Displays

In order to provide a classification first the tesee-through display must be explained. The bdsi behind this
is to have a display, which can overlay virtuabimiation over a real environment. Therefore, ifdisplay does not show

information at a certain location, one can seeuthat. There are two basic approaches to realizk a display:

e Video-Mixing: Here the real environment is filmed by a camerantbombined with virtual information and
finally displayed.

» Optical: Here an optical combiner (e.g.: a half-silveredrarior a transparent monitor) is used, such that@an
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observe the real environment, while it is overlaith virtual information [10]

Head-attached displays: As implied by the name the user has to wear thalalison his or her head. Two of the
depicted displays are:

* Retinal displays, which use a low-powered lasqrrtiject an image directly onto the retina of therus

* Head-mounted displays (HUDs) were traditionally thisplays of choice. Despite that, they were regdam
recent years by hand-held displays. Similar to theey are also see-through displays.

Please note that for the rest of this report hetattaed displays are ignored and | refer to [9]doranalysis of

these displays and also there is much importanddoban given on this.

Hand-held displaysAlmost all hand-held displays come nowadays inftiien of tablets or smart phones, which

can be classified as video see-through displays.
The following list of advantages and disadvantagfesnart phones is based upon [11]:

Advantages:

* Relatively cheap

* Common and available

» Have arange of sensors already built in: GPS |lacmaeter ...

e Unlimited field of view through moving the smartgte around
Disadvantages

» Small display, therefore, if one does not want ttventhe phone all the time, the field of view iwilied.

» User might need to hold / move the device ovendereled period of time

* The resolution, in which the reality is displayesl limited by the resolution of the camera andfe tisplay
screen. This is a general problem of the video mgixechnique. However, it must be noted that tlselution of

the camera and screen of smart phones has drsticakased over the recent years.

Spatial Displays: The main difference between spatial and body-a¢@dahsplays is that the former free the user
from all or most of the needed technology and awstéirectly integrate it into the environment. Ththerefore, allow for

larger displays and a better control over enviromiaefactors, while sacrificing mobility.

Projected AR Displays. As one can see from figure 1 it is possible to mase of projectors in every domain. In

addition, the following advantages become apparent:

* Projectors can directly project onto the objecer#ifore, the projector and its image must not ssmaly be

located in the same domain.

* The eye of the observer does not need to switchsfbetween the image plane and the real environrtiers,

projected AR allows for an easy eye accommodation.

 The image plane of projectors does not need to teetangular plane. It can have various shapesaght be
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non-planar.
e A projector can be much smaller than the imageadjgets.
Two disadvantages of projectors are:

* Low light-intensity. While this is normally not agblem for stationary projectors, it can be a majuallenge for
mobile projectors. Depending on the applicatioradé-off between battery life, light intensity gmbjector size

must be found.

e The image is always projected into the scene. Whikeis normally seen as an advantage, it mighd peoblem

if one wants to display information in mid-air.
Augmented Reality and Heritage Sites

Augmented Reality can play a crucial role in prttecthe heritage sites, because it have very itapbraspect
which other computing really lacks, which is intfan and ability to intract with real world .Whiobif course other

technology lacks much.

People who played the games such as Prince ofaPease seen beautiful virtual reality of historyriyoNar of
God and many more are very much good example sftiiat is much reason many love to play them, Butwa step has
came into market was movies in 3D and 4D, as olsvibay also have very much Virtual world came atal world, as if
you were really into the world of movie so, reajayment and real tech magic of showing you real twkally doesn’t

exist too.

We are living in 21 century, a century of mass development as alreiihussed on augment reality that has

been cleared, but what needs is what is application

Our focus would be at its greatest gift it coul€eothat is, i.e, why can’t we augment the our tagié sites so that
we could preserve them by augmenting them keejsks &nd hard drive and just feel there realitgrat time so, that we

could be more realistic in our approach.

Figure 3: Microsoft Document Effect of Augment Reaty

Consequences
e See and feel them forever. Time would never troulleve are able to see there decay in there atifprm.
» Technology new aspect would make unfortunate Arldggst, to study ancient site without moving.

* No borders to study.

www.iaset.us anti@iaset.us



32 Kuldeep Kumar & Manas Manbhav
+ Time would come when Mohan-ja-daro would fade awmy,its Mystery would come to true meaning showing
its cryptography.
* The scope of knowledge would increase too.
» Ancient Heritage would always be there to study.
» Pune University Students could study Agartala amithere university.
Technology Possibility

This could be possible only through technology, sifubty of it is discussed below, over here we @égust

discussed only on technical device this possibilitpugh Be matron:
Be Matron: A Steerable Displays

The field of view of an AR device was already dssed for hand-held displays, namely, the movemetteo

display. To successfully apply this idea to a petye it must solve the following problems:
* The projection should stable during the movemenhefdevice.
» It must be able to project images ‘correctly’ obhiaary surface.
To solve these problems geometric-awareness isregqu
An example for a projector, which solves these [mwis, is the Be matron. It was presented in

Build: To allow for a steerable display, a video projest@s mounted on a light platform. Furthermore, ae€t sensor

was attached to it.

Pan-Tilt Platform

Kineact Sonsor

Figure 4: The be Matron

Stabilizing Projected Graphics During Movement: When a moveable projector is moved, while it prijean
image, this movement must be taken into accourdriter to stabilize the projection. For exampleaifeal object is
augmented, the virtual information should rematadted to this object, even when the projectorasing. To solve this
problem the authors of [13] built a circuit boawdhich directly connects to the built-in pan antlsgnsors of the platform.

They were, therefore, able to accommodate for amyement of the projector.

Understanding the Geometry of the Display Surface: Through the use of the Kinect sensor, in combimatiith
Kinect Fusion [15], the unit is able to obtain siieal depth images of its environment (see FiguiE3. These depth

images can then be used to project images ‘coytextto arbitrary surfaces as described in the sextion.
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Figure 6: Multiple Depth Images are Combined into e Smooth Estimate of the Room Geometry

Projecting Images ‘Correctly’ onto Arbitrary Surfes: It was already discussed how an image can be peojec
onto a real object, such that its distortion is imired for a number of observers with differentwpmints. For the
Beamatron the authors wanted that the projecti@ates the illusion of a real 3D object for a singleserver

(see Figure 7 [13]). To achieve this two rendepagses are required:

Figure 7: Rendering of a Toy Car. Left: without Projective Texturing; Right: with Projective Texturing
» Render the real objects along with the virtual otgidrom the point of view of the user.
» Use the result as a texture map while renderingehkegeometry.

Keeping Track of the User Position: Often the sensing capability of an easily transgalet projector is limited by
the condition of being self-contained. For exampihee Beamatron as described so far can only sestsatias, which
happen in the field of view of the Kinect sensoo. dvercome this problem the authors decided toneixtbe sensing
abilities of the Beamatron by adding infrastructure¢he form of three Kinect sensors. These sensers mounted — two
horizontally and one vertically - in the cornerstiod room. By using their array microphone it wasgible to localize the

user while he or she speaks (see Figure 8 [13}}h&umore, he or she could give commands, whiclewecognized by

the Beamatron.

Application: An application given by the authors is the Beamgyudh user controls a toy car with a steering wheel
Because of the geometric-awareness of the Beamaditne virtual car is rendered correctly from thewtpoint of the
user, where this viewpoint was determined throulglh $ound localization described above. Further-mtre car

realistically reacts to the real environment, é. possible to jump over a ramp (see Figure3)[1
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Figure 9: Because of Geometric-Awareness a Virtu@bject Can React Realistically to the Real Environrant

DISCUSSIONS

Because projectors can create large displays, utitheing large themselves, they are well-suiteccfeating AR

de-vices, which can be transported easily andrstiflin some of the advantages of a fully statipigsplay.

Three important requirements were identified in][Idhich must be considered in order to create suctlkeasy-
to-transport device. From my point of view, the msportant one is the geometric-awareness. Thratgmportant

problems, like:

* Projecting an image, such that it appears ‘wallepag’ (means well in real form) onto a real objectto be

3D.(the most important and futuristic aspect)
» stabilizing the projection during movement(mean® aorrection).

Through the solution it became apparent that tegigts a trade-off between how self-contained deendent a

unit can be and how much it can sense.

CONCLUSIONS

we could now conclude our discussion with the sameortant statements such as what does the direct®
require in our field of protecting and teaching(how future, what we try to emphasize was that veech 3D full
interaction Hardware + software solution, so that eould make our heritage more closer to people @oiitics and

especially our on self’s.

What we try to explain with only a fragment of teckogy is that we need a touch and sensing soluiion
augmentation that could not only improve the un@eding of tech with heritage, what know lacks n#iative by
government and private mergers to augment themeamn profit but should make these augmentation nmicte open

and free as time passes away these would be aeattalmore people, and students and one day uitiversPune or
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Ashoka University see agartala at there univesity.

There were initiative’s as an Indian, | must saat thew Indian government as well as quick to it micsame as

sloth, but initiative such as HRIDAY [16] have reed the possibilities of better and clean heritsities but what about,

which are, inaccessible to us such as PakistantsaMejo-Daro sites which mite replenish or getmg®td in those native

nation’s we could never know what its symbols @fsth sites which remain mystery to us the videostgsiremain but the

power of sense always haunt as this, would be Iplesby future much improved devices after iLamppRoProjector,
SLAM Projector

Figure 10: A Future Agumentation of Mohan — j a -Dao

REFERENCES

1.

Latta, J.N., and Oberg, D.J., 1994. A conceptudlaireality model. IEEE Computer Graphics and Apations,
23-29.

P. Milgram and F. Kishino, “A Taxonomy of Mixed RiaVisual Displays,” IEICE Trans. Information Sgsns,
vol. E77-D, no. 12, 1994, pp. 1321-1329.

A. Van Dam, A. Forsberg, D. Laidlaw, J. LaVioladaR. Simpson. Immersive VR for scientific visutibra A

progress report. IEEE Computer Graphics and Apgiaras, 20(6): 2652, 2000.

W. Sherman and A. Craig. Understanding Virtual Rgalnterface, Applications and Design. Morgan Kiasann
Publishers, 2003.

R. Silva and G. Giraldi. Introduction to virtualadty. Technical Report: 06/2003, LNCC, Brazil, 300

P. du Pont. Building complex virtualworlds withoptogramming. EUROGRAPHICS'95 State Of The Art
Reports, 61-70, 1995.

D. Weimer. Frontiers of Scientific Visualizatiorggier 9, "Brave New Virtual Worlds”., pages 245-27®hn
Wiley and Sons, Inc., 1994.

T.B. Sheridan. Musing on telepresenceand virtuaspnce. Presence,1(1):120-125, 1992.

www.iaset.us anti@iaset.us



36 Kuldeep Kumar & Manas Manbhav

9. Bimber, O. and Raskar, R. Spatial Augmented Redligyging Real and Virtual Worlds, AK Peters (2005)
10. Projection-Based Augmented Realitistributed Systems Seminar FS2013 Alexander Gebull
11. Lindegger, Reto. Handheld Augmented Reality. Digsted Systems Seminar 2013, ETHZ.

12. Sarah Kenderdine, Jeffrey Shaw with John Gollinga|PDoornbusch, Paprikaas Animation Studio and Dr L

Subramaniam

13. Wilson, A. D., Benko, H., Izadi, S., Hilliges, @ee3a-ble Augmented Reality with the BeamatrorBroc. UIST
2012. ACM 2012. 413-422.

14. Raskar, R., Van Baar, J., Beardsley, P., WillwacAer Rao, S., Forlines, C. iLamps: Geometricallya#e and
Self-Configuring Projectors. In SIGGRAPH '05: ACME&SRAPH. 2005. Courses, 5.

15. lzadi, S., Kim, D., Hilliges, O., Molyneaux, D.,at KinectFusion: Realtime 3D Reconstruction antktac-tion
Using a Moving Depth Camera. In Proc. UIST 2011MARD11. 559-568

16. HRIDAY to revive 7 heritage citieQipak K Dash TNN | Dec 1, 2014, 12.48AM IST

Impact Factor (JCC): 3.5987 NAAS Rating.89



